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What is tokenization?

Word segmentation is the problem of dividing a string of written language into its
component words.
(Source: Wikipedia -- if you search for "Tokenization"”, you will fall into "Word
segmentation”):

For example

"The woman drank her coffee"

X

"woman", "coffee", "drank", "her", "The"

"The", "woman", "drank", "her", "coffee" V/
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The woman saw the other woman.

How many words?
How many tokens?

How many types?

Hapax Legomenon: a type that appears only once
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Why to learn about Tokenization?

You know nltk.word tokenize ()
Mostly, use it =)

What if you want a different behavior?
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NEQVE-PORRO-QVISQVAM-EST-QVI-DOLOREM+IPSVM+QVIA*DOLOR-SIT-AMET*
CONSECTETVR-ADIPISCIsVELIT

Neque porro quisquam est qui dolorem ipsum quia dolor sit amet, consectetur, adipisci velit

Nobody likes pain for its own sake, or looks for it and wants to have it, just because it is pain
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Other languages may be way harder...

Scriptio continua: no spaces at all — used by older Indo-European languages
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(example from Wikipedia)

ERAERELES T MNERERES.

tm & B dF M ' OPE BEA

Béijing zai Zhongguo beéifang; Guangzhou zai Zhongguo nanfang.
Beijing is in Northern China; Guangzhou is in Southern China.
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#brainstorm — bra in storm
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